The Reddy maker
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Abstract

A new mechanism for the formation of high-amplitude anticyclonic eddies (lenses) from outflows emptying into the ocean at mid-depth is proposed. The essence of the new mechanism is that, in order for an inviscid outflow to exist as a continuous (uninterrupted) current, the condition
\[ g' S / f > a (g' H)^{1/2} \]
must hold. When the above condition is not met, i.e., when
\[ g' S / f < a (g' H)^{1/2} \]
the outflow can only exist as a chain of propagating lenses. Nonlinear analytical considerations leading to the above conclusion are (successfully) compared to numerical simulations which we have conducted (using a reduced gravity layer-and-a-half model). The experiments show that an outflow situated on a bottom whose (uniform) slope gradually varies in the downstream direction is continuous (i.e., is not broken into eddies) where the slope is supercritical [\( g' S / f > a (g' H)^{1/2} \)] and discontinuous (i.e., constitutes a chain of eddies) where the slope is subcritical [\( g' S / f < a (g' H)^{1/2} \)]. Hence, the eddies are generated by the gradual reduction in the bottom slope rather than by an instability process. Namely, the eddies are not formed by the breakdown of a known steady solution because such a steady solution does not exist.

We note that after reaching its “balanced depth”, an outflow usually continues to (slowly) descend toward the bottom of the ocean due to frictional effects associated with an energy loss. [Note that the “balanced depth” is the depth at which the outflow has completed its initial adjustment in the sense that it has adjusted to a state where it no longer flows primarily offshore but rather propagates primarily along the isobaths. This depth needs to be distinguished from the (sometimes significantly greater) equilibrium depth corresponding to the point where the outflow’s density equals the environmental density.] Most of the time, the outflow descent is accompanied by a reduction in the bottom slope \( S \), and an entrainment which causes both a reduction in \( g' \) and an increase in \( H \). All of these alterations bring the outflow closer and closer to the critical condition and it is, therefore, argued that all outflows ultimately reach the critical point (unless diffusion and mixing destroy them prior to that stage).

It is suggested that Reddies (i.e., isolated lenses containing Red Sea water) are formed by the above processes. Namely, we propose that the “Reddy maker” is a combination of three processes, the natural reduction in the bottom slope which the outflow senses as it approaches the bottom of the ocean, the entrainment-induced increase in the outflow’s thickness, and the entrainment-induced decrease in the outflow’s density. An animation of the eddy generation process can be viewed at http://doronnof.net/features.html#video (click on “Reddy maker video”).

© 2002 Elsevier Science Ltd. All rights reserved.
1. Introduction

Understanding the distribution of Reddies in the Indian Ocean is important to the determination of the general density structure in the ocean which, in turn, is an important aspect of the thermohaline circulation. Here, we focus on processes controlling the formation and distribution of these eddies. In particular, we shall address the issue of varying bottom topography and its effect on the Red Sea outflow. We shall argue that because of the very small density difference \( \Delta \rho \) associated with Reddies (\( \Delta \rho / \rho \approx 10^{-5} \) compared to, say, the Mediterranean outflow where \( \Delta \rho / \rho \) is much greater, roughly \( 10^{-3} \)), a continuous Red Sea outflow cannot exist.

1.1. Observational background

Although there have not been any direct observations of Reddies, it has been argued on the basis of hydrographic data that Reddies are occasionally present off the horn of Africa (see Figs. 1 and 2, and Shapiro and Meschanov, 1991; Meschanov and Shapiro, 1998). They appear to be closely related to their Atlantic Ocean counterparts (Meddies, which are lenses of Mediterranean water formed from the Mediterranean outflow) but there are also two important differences between Meddies and Reddies. The first is that the relative density difference between Reddies and their environment is of the order of \( 10^{-6} \) or \( 10^{-5} \), much smaller than that of Meddies which is \( 10^{-3} \). This is probably due to very strong mixing and entrainment taking place immediately to the east of the Strait of Bab-el-Mandeb. The second difference between the two is that Meddies are formed from an outflow situated along an eastern boundary (and, hence, tend to spread westward into the interior of the ocean due to the variation of the Coriolis parameter with latitude, \( \beta \)) whereas Reddies are formed from an outflow situated along a western boundary (and, hence, are less likely to spread into the entire Indian Ocean).

Because of the close relationship between Meddies and Reddies and because Meddies have been much more thoroughly documented than Reddies, it is useful to first review the behavior of Meddies. We begin by pointing out that Meddies are an integral part of the Mediterranean tongue (see Armi and Zenk, 1984; Richardson et al., 1989; see also Price et al., 1993; Spall et al., 1993; Prater and Sanford, 1994; Bower et al., 1995). They contain a mixture of Mediterranean and North Atlantic water (Armi and Zenk, 1984; McWilliams, 1985; Hebert et al., 1990), have a diameter of roughly 50–80 km and a thickness of \( \approx 1000 \) m. They appear to move relatively to their environment at speeds of a few centimeters per second (Richardson et al., 1989), and to persist for long periods of time (Armi et al., 1989).

The fate of some Meddies appears to be catastrophic interactions with seamounts (Richardson et al., 1989); however, there are indications that Meddies can cross the entire North Atlantic basin. Eddies with properties consistent with source regions near the Mediterranean have been observed in the site of the Local

<table>
<thead>
<tr>
<th>Nomenclature</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f ) Coriolis parameter</td>
</tr>
<tr>
<td>( g' ) “reduced gravity”</td>
</tr>
<tr>
<td>( H ) maximum thickness</td>
</tr>
<tr>
<td>( h ) thickness</td>
</tr>
<tr>
<td>( P ) potential vorticity</td>
</tr>
<tr>
<td>( Q ) outflow's discharge</td>
</tr>
<tr>
<td>( R ) eddies' radius</td>
</tr>
<tr>
<td>( S ) bottom slope (( \tan \mu ))</td>
</tr>
<tr>
<td>( S_c ) critical slope</td>
</tr>
<tr>
<td>( u, v ) horizontal velocity components</td>
</tr>
<tr>
<td>( x ) coefficient of order unity (depends on the potential vorticity distribution)</td>
</tr>
<tr>
<td>( \beta ) variation of the Coriolis parameter with latitude</td>
</tr>
<tr>
<td>( \gamma = b/R_d ) ratio between current width and the Rossby radius</td>
</tr>
<tr>
<td>( \delta ) vorticity coefficient of the eddies</td>
</tr>
<tr>
<td>( \mu ) angle of slope</td>
</tr>
</tbody>
</table>
Dynamics Experiment (LDE) and the Bahamas (Ebbesmeyer et al., 1986; McDowell and Rossby, 1978). The effect of Meddies on the North Atlantic structure is not currently clear. However, the LDE suggests that the general population of submesoscale coherent vortices (SCVs) in the North Atlantic is enormous (Ebbesmeyer et al., 1986) supporting the suggestion of Armi and Zenk (1984) that Meddies constitute a principal mechanism for the spread of Mediterranean water.

Like Meddies, Reddies are a few hundred meters thick and have a diameter of 100–200 km (Meschakov and Shapiro, 1998). In the Gulf of Aden Red Sea water is found at depths of 400–700 m but it sinks to 600–900 m as it moves eastward to the Arabian Sea. Although the Mediterranean outflow mass flux (≈1 Sv) is greater than the Red Sea outflow mass flux (≈0.2 Sv) and although β tends to increase the spreading of the Mediterranean outflow and suppress the spreading of the Red Sea outflow, the effect of Reddies on the ocean is expected to be quite important because the density flux (mass flux times the density anomaly) is still large compared to that of other ocean currents. The reader is referred to Bower et al. (2000) for related aspects of the Red Sea outflow.

1.2. Theoretical background

Like Meddies, Reddies belong to the so-called SCVs category because their length scale is smaller than the surrounding Rossby radius; their scale is, however, of the order of the Rossby radius based on their own vertical structure. SCVs received much attention (see e.g., the review articles of McWilliams, 1985; Flierl, 1987) but most of this attention focused on their stability and propagation on a β plane. Why and how Meddies and Reddies are generated in the first place is still not entirely clear. Traditionally, their formation...
The process was associated with the instability of frontal currents (Shapiro and Meschanov, 1991; Käse et al., 1989; see also Stern, 1980; Stern et al., 1982; Griffiths and Linden, 1981, 1982; Griffiths et al., 1982; Griffiths and Hopfinger, 1983; Griffiths, 1986). McWilliams (1988) suggested that mixing over continental shelves followed by geostrophic adjustment may be responsible for the formation of Meddies. Nof (1991), on the other hand, suggested that intermittencies in the outflow can produce discrete eddies even if the currents were otherwise stable and remain attached to the boundary.

Many of the Meddies seem to be generated in the same general area suggesting a topographical or geographical influence. An explanation consistent with this observation has been suggested by D’Asaro (1988) who, on the basis of vorticity arguments, concluded that boundary currents that detach from the coast must somehow produce rings. He did not investigate, however, how and why the eddies are generated. A similar process associated with time-dependent separation of a coastal current was examined by Stern and Whitehead (1990), but, again, it is not obvious that time-dependent inflow is crucial for the actual general process in the ocean. Studies have also been made of steady or quasi-steady eddies generated at a corner (e.g., Cherniawsky and LeBlond, 1986; Klinger, 1994a, b). Alternative formation mechanisms related to instabilities are discussed by Griffiths et al. (1982), Condie (1995), Baines and Condie (1998), Spall and Price (1998), Swaters (1991), Whitehead et al. (1990), and Lane-Serff and Baines (1998). The work of Røed (1980) and Klinger (1994a) imply that inconsistency between the upstream and downstream conditions can lead to a breakup of the flow. Recently, Pichevin and Nof (1997) have suggested that a combination of zonal capes, β and advection are responsible for the formation of Meddies. Since we are dealing here with an outflow along a western boundary rather than eastern, β cannot be the agent responsible for Reddy formation. It is for this reason that we consider here a (bottom) topography-induced eddy-generation mechanism and argue that a mechanism different from that which produces Meddies is probably responsible for the formation of Reddies.

To show that bottom topography might be the agent responsible for Reddy formation, we first address the dynamics of a continuous inviscid outflow situated over a gradually varying slope (Section 2). This is followed by a derivation of the analytical constraints which lead to the establishment of the minimum (or critical) slope criteria. Namely, we show analytically (in Section 3) that, in order for the outflow to exist as a continuous uninterrupted slowly varying current, the bottom slope must be supercritical, i.e., greater than a critical slope. We shall also show that when the bottom slope is subcritical (i.e., smaller than the critical slope), the
outflow can only consist as a chain of propagating eddies.

We shall see that the criticality condition results from the following combination of circumstances. Since there is only one upstream source of anomalous water, it is clear that the velocity of the continuous outflow must be positive at all points across the outflow, i.e., there is no anomalous water coming from infinity. This condition of positive velocity everywhere appears to be one which would be easily satisfied but it turns out that this is not at all the case. To see this, we shall first note that the speed of the fluid within the outflow can be thought of as a super-position of two independent velocity profiles, one velocity profile is that of the outflow as if it were situated on a flat bottom and the other is the slope-induced advection. The former is always associated with both negative and positive speeds as the interface bounding the outflow from above must change its slope from positive to negative across the outflow; this results in positive flow on the left-hand side (looking downstream) and negative flow on the right-hand side. The latter velocity profile, on the other hand, is always positive. These imply that the absolute velocity (i.e., the sum of the two) will be positive everywhere only when the slope-induced advection is greater than the negative velocity associated with the (hypothetical) outflow over a flat bottom. Namely, the slope-induced speed must be greater than a threshold value which is determined by the slope and the intensity of the outflow.

When the slope-induced speed does not exceed the threshold value the outflow must have negative speeds somewhere and this is a physically realizable situation only when it consists of a chain of isolated lenses. Negative velocities are allowed in this eddy case because here they do not correspond to anomalous water originating at infinity but rather to locally circulating fluid.

In Section 4 we present nonlinear reduced-gravity numerical simulations which clearly support the analytical conclusions. In this context, we make a clear distinction between the classical instability mechanism leading to eddy formation via the breakdown of a known steady solution (e.g., Griffiths et al., 1982) and our new eddy-maker mechanism which corresponds to a situation where a steady solution cannot exist. The results are summarized and the application to the Red Sea outflow is discussed in detail in Section 5.

2. Formulation

Consider the situation shown in Fig. 3. An inviscid dense outflow (whose density is $\rho$) is flowing along the isobaths of a bottom whose slope is uniform in the cross-isobaths direction ($y$) but varies (gradually) in the long-isobaths direction ($x$). The infinitely deep fluid above the outflow has a density ($\rho - \Delta \rho$) and is taken to be at rest. The governing equations for a steady frictionless Boussinesq fluid are,

$$
\frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} \left( v + \frac{g' S}{f} \right) = g \frac{\partial h}{\partial x},
$$

(2.1)

$$
\frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + f \left( \frac{g' S}{f} \right) = g \frac{\partial h}{\partial y},
$$

(2.2)

$$
\frac{\partial (hu)}{\partial x} + \frac{\partial (hv)}{\partial y} = 0,
$$

(2.3)

Fig. 3. Schematic diagram of the dense outflow under study. The nonlinear inviscid outflow is progressing along the isobaths of a bottom whose uniform slope $S (= \tan \theta)$ varies gradually in $x$ (i.e., the long-stream direction) but not in $y$, i.e., $S = S(x)$.
where the deviation of the hydrostatic pressure from the hydrostatic pressure associated with a state of rest (i.e., no outflow) is

\[ P(z) = g \Delta \rho \left( h - S(x) \right) y + z, \]

with \( S(x) = \tan(\mu(x)) \ll 1 \) and \( g' = g \Delta \rho / \rho \). Our conventional notation is defined both in the text and in the Nomenclature. Namely, \( u \) and \( v \) are the horizontal velocity components, \( f \) is the Coriolis parameter, \( g \) the acceleration of gravity, and \( h \) is the thickness.

It is apparent that, in the case of a continuous outflow overlaying a bottom slope that is varying slowly in \( x \), the last term on the left-hand side of (2.1) can be neglected. Note, however, that this is not the case for an outflow that consists of a chain of eddies because in that case the flow length scale in the \( x \) direction is the same as that along the \( y \) direction. We shall return to this important point later. Under such conditions (i.e., a flow with a topography corresponding to a small \( \partial S / \partial x \)), the contribution of the bottom slope enters the problem only through the last term on the right-hand side of (2.2) which is linear. As pointed out by Griffiths et al. (1982), this implies that the problem can be decomposed into two components (Fig. 4). The first is a two-directional outflow on a flat bottom (Fig. 4, upper panel) and the second is a topography-induced advection (Fig. 4, lower panel). We shall shortly see that this decomposition is of crucial importance to our analysis.

3. Analytical constraints

3.1. An outflow or a chain of eddies?

As mentioned, for an outflow of the kind shown in Fig. 3 to exist it is, of course, necessary that the long-isobaths velocity be positive everywhere as there is only one (upstream) source of dense water. In view of the decomposition mentioned earlier, this condition implies that a continuous outflow can exist only if

\[ \frac{g' S}{f} > |u_B|, \]

where \( u_B \) is the negative velocity of the outflow on a flat bottom at point B (Fig. 3). For a zero potential vorticity outflow (i.e., \( \partial u / \partial y + f = 0 \)), the velocity profile is linear \( (u = fy) \) and (by cross-stream geostrophy) the thickness profile is found to be

\[ h = H \left( 1 - \frac{y^2}{2R_d^2} \right), \]

where \( R_d^2 = g'H/f^2 \) and \( H \) is the maximum thickness. Relation (3.2) implies that the outflow’s

![Fig. 4. The decomposition of the outflow (shown in Fig. 3) into two components, an outflow on a flat bottom (upper panels) and a uniform topography-induced advection (lower panels). The panels on the left show the velocity profiles and the panels on the right show cross-sections of the decomposed outflow.](image-url)
half-width is $\sqrt{2}R_d$ which means that the speed along point B (shown in Fig. 3) is $u_B = (g'H)^{1/2}$. In view of this, (3.1) gives,

$$\frac{g'S}{f} \geq (g'H)^{1/2},$$

as the necessary condition for the existence of a continuous zero potential vorticity outflow.

This condition must, of course, hold along the entire path of the outflow. When (3.3) is not satisfied, the (single) outflow contains negative velocities (on the uphill side) which imply a flow coming from infinity. We reject this kind of an outflow as "unphysical" as our system contains a single (upstream) source of water. We shall argue that, under these conditions, the outflow can only exist as a chain of anticyclonic eddies propagating along the topography. Again, as mentioned, this is so because such propagating eddies can have negative velocities on their uphill side and yet carry mass forward. Namely, since such eddies are in fact isolated lenses (i.e., they are bounded by a closed contour corresponding to $h = 0$) a negative velocity on the uphill side does not represent fluid coming from infinity but rather a locally circulating fluid.

When the potential vorticity $P$ is uniform but not zero, i.e., $P = f/H$ (where $H$ is again the maximum thickness [and $b \gg R_d$ (i.e., the outflow is broad), both the $u$ velocity component and the thickness have an exponential profile,

$$h = H \left[ 1 - \frac{\gamma}{(\gamma^2 + 1)} (e^{\gamma R_d} + e^{-\gamma R_d}) \right],$$

$$u = (g'H)^{1/2} \left[ \frac{\gamma}{(\gamma^2 + 1)} (e^{\gamma R_d} - e^{-\gamma R_d}) \right],$$

where $\gamma = e^{b/R_d}$. When $y \to -b$ and $b \gg R_d$, $u$ goes to minus $(g'H)^{1/2}$. Consequently, for our present uniform potential vorticity case, the positive velocity everywhere condition (3.3) is modified to,

$$\frac{g'S}{f} \geq (g'H)^{1/2},$$

implying that, in the most general form (i.e., nonuniform and nonzero potential vorticity), the condition can be written as

$$\frac{g'S}{f} \geq (g'H)^{1/2},$$

Accordingly, we define the critical slope $S_c$ to be,

$$S_c \geq \frac{\pi \alpha f (g'H)^{1/2}}{g'},$$

where $\alpha$ is a coefficient of order unity which depends on the outflow's potential vorticity distribution. As mentioned, when the above condition is not met the outflow cannot exist as a continuous current because it cannot have water originating at infinity where there are no sources. It is expected that, under such conditions, the outflow will exist as a chain of anticyclonic eddies propagating along the topography. Again, as mentioned, this is so because such propagating eddies can have negative velocities on their uphill side and yet carry mass forward. Namely, since such eddies are in fact isolated lenses (i.e., they are bounded by a closed contour corresponding to $h = 0$) a negative velocity on the uphill side does not represent fluid coming from infinity but rather a locally circulating fluid.

Using a numerical simulation of a dense outflow overlying a slope that decreases gradually in $x$, we shall shortly show (Section 4) that the above is indeed the case. Namely, we shall show that an outflow which is initially situated over a supercritical slope satisfying (3.6) is continuous but is converted into a chain of eddies once it enters a region where the condition is not satisfied, i.e., when the slope is subcritical.

### 3.2. The eddies’ size

We shall now determine the expected size of zero and nonuniform potential vorticity eddies resulting from outflows on a subcritical slope ($S < S_c$). Assuming that the eddies (resulting from a zero potential vorticity outflow) are osculating each other as they drift along the isobaths, their radius $R$ is immediately found to be

$$R = \frac{32Q}{\pi Sf} \left( \frac{1}{3} \right), \quad S < S_c,$$

where $Q$ is the outflow’s discharge. For an outflow of 0.3 Sv, a slope of 0.02 and an $f$ of $10^{-5}$ s$^{-1}$, the radius is 25 km. In deriving (3.7) it has been taken into account that the volume of each individual zero potential vorticity eddy is $\pi R^2/16g'$ and
that it drifts along the isobaths at $g'S/f$ (Nof, 1983). The corresponding periodicity is found from the drift speed to be $2R/g'S/f$.

Since there is no known analytical solution for a uniform potential vorticity eddy, the analogous expression of (3.7) for a uniform potential vorticity eddy cannot be derived. We may, however, consider eddies with a linear orbital velocity ($v_0$) profile,

$$v_0 = \frac{\delta}{2} f r,$$

where $\delta$ is the vorticity coefficient of the eddies, is smaller than unity. Such eddies correspond, of course, to nonuniform potential vorticity. The volume of each of these eddies is $\delta(2 - \delta)\pi f^2 R^4/16g'$ implying that their radius is

$$R = \left[\frac{32Q}{\pi(2-\delta)\pi f^2} \right]^{1/3}.$$

(3.8)

Since the potential vorticity of these eddies is not uniform, it is difficult to compare them to our numerical runs. We chose, nevertheless, to present the above results as they provide a more complete picture. We shall see in the next section that even though the initial zero potential vorticity of the outflow is altered as the eddies are formed (the relative vorticity decreases from $-f$ to $-f/2$), (3.7) is in good agreement with the numerics.

### 4. Numerical simulations

To analyze the validity of the above calculations, we shall now present numerical simulations

Fig. 5. The isobaths for the constant [panel (a)] and variable [panel (b)] slope experiments. For all runs the inflow was specified at the lower boundary and had a width $w$ of 30 km. The inflow axis (dashed line) was located on a straight isobath so parcels that remain along the axis do not flow uphill or downhill. Orlanski radiation conditions were applied at the left, right and downstream boundaries. Constant slope runs (left) had a basin size of 300 km $\times$ 600 km with the inflow axis located 115 km from the left boundary. Variable slope runs (right) had a slightly wider basin of 400 km $\times$ 600 km. The inflow axis was located 75 km from the left boundary for runs with an upstream slope = 0.03 and 95 km from the boundary for runs with an upstream slope = 0.02 or 0.016. The slope decreased smoothly from its upstream value ($S_0$) at $x = 0$ to its downstream value ($S_2$) at $x = 200$ km. Specifically, the topography is given by $H(x, y) = H(0) - S(x)y$ where $S(x)$ is a cubic function that varies from $S_0$ at $x = 0$ to $S = S_1$ at $x = 200$ km with $\delta S/\delta x = 0$ at $x = 0, 200$ km.
Table 1
Details of the experiments

<table>
<thead>
<tr>
<th>Exp.</th>
<th>Description</th>
<th>Slope</th>
<th>Upstream slope</th>
<th>Downstream slope</th>
<th>Downstream subcritical?</th>
<th>Upstream vorticity</th>
<th>Transport (Sv)</th>
<th>Lateral viscosity (m² s⁻¹)</th>
<th>Result</th>
<th>Shown in Figs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Constant</td>
<td>0.03</td>
<td>0.03</td>
<td>No</td>
<td>No</td>
<td>0.675</td>
<td>20</td>
<td>Straight w/strong waves</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Constant</td>
<td>0.03</td>
<td>0.03</td>
<td>No</td>
<td>No</td>
<td>0.675</td>
<td>70</td>
<td>Straight w/weak waves</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Fig. 5a</td>
<td>Constant</td>
<td>0.03</td>
<td>0.03</td>
<td>No</td>
<td>0.675</td>
<td>100</td>
<td>Straight w/weak waves</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Constant</td>
<td>0.03</td>
<td>0.03</td>
<td>No</td>
<td>No</td>
<td>0.675</td>
<td>200</td>
<td>Straight</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Constant</td>
<td>0.03</td>
<td>0.03</td>
<td>No</td>
<td>No</td>
<td>0.675</td>
<td>70</td>
<td>Straight w/weak waves</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Constant</td>
<td>0.03</td>
<td>0.03</td>
<td>No</td>
<td>No</td>
<td>0.675</td>
<td>20</td>
<td>Eddies 7 and 8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Variable</td>
<td>0.03</td>
<td>0.003</td>
<td>Yes</td>
<td>No</td>
<td>0.675</td>
<td>5</td>
<td>Straight w/strong waves</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Fig. 5b</td>
<td>Variable</td>
<td>0.03</td>
<td>0.003</td>
<td>Yes</td>
<td>0.675</td>
<td>20</td>
<td>Eddies 7 and 8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Variable</td>
<td>0.03</td>
<td>0.003</td>
<td>Yes</td>
<td>No</td>
<td>0.675</td>
<td>40</td>
<td>Eddies 7 and 8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Constant</td>
<td>0.02</td>
<td>0.02</td>
<td>No</td>
<td>No</td>
<td>0.450</td>
<td>5</td>
<td>Straight w/strong waves</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Fig. 5a</td>
<td>Constant</td>
<td>0.02</td>
<td>0.02</td>
<td>No</td>
<td>0.450</td>
<td>10</td>
<td>Straight w/weak waves</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Constant</td>
<td>0.02</td>
<td>0.02</td>
<td>No</td>
<td>No</td>
<td>0.450</td>
<td>20</td>
<td>Straight w/weak waves</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Constant</td>
<td>0.02</td>
<td>0.02</td>
<td>No</td>
<td>No</td>
<td>0.450</td>
<td>45</td>
<td>Straight</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Fig. 6b left</td>
<td>Variable</td>
<td>0.02</td>
<td>0.003</td>
<td>Yes</td>
<td>0.450</td>
<td>5</td>
<td>Eddies 6b, 7 and 8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Fig. 6a right</td>
<td>Variable</td>
<td>0.02</td>
<td>0.003</td>
<td>Yes</td>
<td>0.450</td>
<td>10</td>
<td>Eddies 6a, 7 and 8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Constant</td>
<td>0.016</td>
<td>0.016</td>
<td>No</td>
<td>No</td>
<td>0.360</td>
<td>5</td>
<td>Straight w/strong waves</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Fig. 6a left</td>
<td>Constant</td>
<td>0.016</td>
<td>0.016</td>
<td>No</td>
<td>0.360</td>
<td>10</td>
<td>Straight</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>Constant</td>
<td>0.016</td>
<td>0.016</td>
<td>No</td>
<td>No</td>
<td>0.360</td>
<td>20</td>
<td>Straight</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Fig. 6a right</td>
<td>Variable</td>
<td>0.016</td>
<td>0.003</td>
<td>Yes</td>
<td>0.360</td>
<td>5</td>
<td>Eddies 6b, 7 and 9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Fig. 6b right</td>
<td>Variable</td>
<td>0.03</td>
<td>0.003</td>
<td>Yes</td>
<td>0.360</td>
<td>3</td>
<td>Eddies 6c</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>Fig. 5b</td>
<td>Variable</td>
<td>0.03</td>
<td>0.025</td>
<td>No</td>
<td>0.675</td>
<td>30</td>
<td>Straight w/weak waves</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>Fig. 5b</td>
<td>Variable</td>
<td>0.02</td>
<td>0.003 &amp; 0.02</td>
<td>Yes and no</td>
<td>0.450</td>
<td>10</td>
<td>Eddies/straight in supercritical/subcritical region</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: For all experiments we chose \( f = 1 \times 10^{-5} \) s⁻¹, \( q' = 9.8 \times 10^{-5} \) m s⁻², and an inflow width (w) of 30 km. The Rossby radius (Rd), based on the central depth of the inflow (\( H_{max} = 115 \) m) was 11 km. The critical slope (based on the condition of zero speed at the right-hand front of the inflow) was 0.015. The spatial grid size was 2 km and the time step 240 s. For constant slope runs the domain was 300 km \( \times \) 600 km (Fig. 5a) and for the variable slope runs it was a slightly wider 400 km \( \times \) 600 km (Fig. 5b). The slope varied smoothly from its upstream value at \( x = 0 \), to its downstream value at \( x = 200 \) km. For \( x \) greater than 200 km, the slope did not vary.
of an outflow overlaying a gradually varying slope and quantitatively analyze the results.

4.1. Numerical model description

We used the Bleck and Boudra (1986) reduced gravity isopycnic model with a passive upper layer and employed the Orlanski (1976) second-order radiation condition for the open boundary. We found that this condition is satisfactory because the downstream streamlines were not disturbed when they crossed the boundary. In order to verify that the simulated eddies are indeed generated by the subcritical slope rather than by the familiar instability of double frontal currents (e.g., Griffiths et al., 1982), we performed both uniform supercritical slope experiments and variable slope experiments. Before concluding that the eddies were generated by the very small \( (S < S_c) \) slope we verified that the identical outflow remains coherent on a steeper slope \( (S > S_c) \), i.e., that the outflow is stable. The uniform and varying topography that we used is shown in Fig. 5. We performed a total of twenty experiments with varying slopes and viscosity (Table 1).

All runs were conducted with a relatively high resolution corresponding to \( \Delta x = \Delta y = 2 \text{ km} \). For numerical stability, we chose an eddy viscosity of \( 5 \text{–} 200 \text{ m}^2 \text{ s}^{-1} \); the time step was \( 240 \text{ s} \) and the maximum thickness was \( 115 \text{ m} \). These choices are certainly adequate for a Rossby radius of \( 11 \text{ km} \) (corresponding to a \( g' \) of \( 9.8 \times 10^{-5} \text{ m s}^{-2} \) and \( f_0 = 10^{-5} \text{ s}^{-1} \)). Furthermore, these choices always allowed for at least ten grid points across the downstream current, which is also adequate. Our mass flux was about one-half Sv and we used an inflow \( 30 \text{ km} \) wide.

The inflow's potential vorticity was zero in most of these runs (all but Exp. 20) but the friction (required for numerical stability) was large enough to reduce the relative vorticity from an initial value of \(-f\) to \(-f/2\) (by the time that the first eddy was formed). This means that the runs really correspond to a constantly modified nonuniform potential vorticity (as is the case in the real ocean). To examine the sensitivity of our runs to the inflow conditions we also conducted a run (Exp. 20) with an upstream relative vorticity of \(-0.323f\). As we shall see, the results are very similar to those of the zero potential vorticity inflow.

4.2. Results

The results are shown in Figs. 6–9, all of which display a good agreement with the theory. Figs. 6a–c all show that, as the theory predicts, a chain of eddies is indeed established when the bottom slope becomes subcritical \( (S < S_c) \). When
the bottom slope was supercritical (e.g., Fig. 6a left panel) the outflow remained coherent indicating that the slope-induced eddy-generation mechanism is not related to the instability of a double frontal current, i.e., it is not associated with the break-down of a known steady solution as this solution remained unaltered during the course of the simulation.
In the left panel of Fig. 6b (Exp. 14) we show an experiment identical to that of the right panel of Fig. 6a (Exp. 15) except that the viscosity is half of what it was before. The differences between the two are minute and insignificant, showing that lateral viscosity does not play a crucial role in the dynamics. In the right panel of Fig. 6b (Exp. 19) we show an experiment identical to that of the left panel of Fig. 6a (Exp. 17) except that the slope varies in the field and becomes subcritical. This variation causes the establishment of eddies and is the main point of this work. In Fig. 6c we show an experiment (Exp. 20) with varying slope and nonzero potential vorticity. It shows that the main results (i.e., the breakup into eddies) are not very sensitive to the distribution of potential vorticity. In Fig. 6d we show an experiment (Exp. 21) where downstream the slope returns to the original supercritical upstream slope. [In all other respects the experiment is the same as that shown on the right panel of Fig. 6a (Exp. 15)]. We see that the eddies merge downstream and that a symmetrical structure is created. In Fig. 6e (Exp. 22) we show that eddies do not form when the slope changes.
but does not reach a subcritical value. Throughout the analytical–numerical comparison we varied the lateral viscosity dramatically to verify that it does not play a crucial role in the dynamics.

Figs. 7 and 8 show a comparison of the analytically predicted eddy periodicity and radius (based on the structure of zero potential vorticity eddies and on the assumption that the eddies are osculating each other as they propagate). We see that, as expected, the analytical solution provides a lower bound on both the periodicity and the size. This is so because the numerical eddies have a lower vorticity than $-\frac{c}{f}$ so that they are larger than those corresponding to zero potential vorticity.

All outflows show a tendency to veer slightly to the right from their upstream position (Fig. 6). This is due to the particular bottom topography that we chose. As shown in Fig. 5, the chosen sloping bottom “ pivots” around the $x$ axis. This implies that a particle moving in the positive $x$
direction (at a constant $y$) will sense an uphill movement to the left of the $x$ axis (i.e., $y > 0$) and a downhill movement to the right of the $x$ axis (i.e., $y < 0$). Since frictional forces induce a slight energy loss, the outflow is (very gradually) losing height and can only do so by veering to the right of its upstream path. Fig. 9 shows that, as already mentioned, the relative vorticity decreases significantly with friction (even though we chose relatively small frictional coefficients). On the other hand, the energy is nearly conserved during the experiments (Fig. 10) (though there is a conversion of kinetic to potential energy). The dramatic change in vorticity and the lack of such a dramatic change in the energy is consistent with the results obtained earlier by Borisov and Nof (1998) and Nof and Borisov (1998) where a current that broke up into eddies exhibited an order one change in the potential vorticity and virtually no change in the total energy. It is not at all obvious why there is such a difference between the effect of friction on the vorticity and the energy. However, it probably stems from the fact that the alteration of vorticity merely requires broadening and spreading of the flow whereas changes in energy require more fundamental alterations, i.e., in our case, it is much easier for the fluid to change its vorticity than it is to change its energy.

5. Summary and discussion

The results of the theory can be summarized as follows:

1. Simple considerations related to the nonlinear dynamics of an inviscid double frontal current on a uniform slope (Figs. 3 and 4) show that, in order for such a current to exist as a continuous
current, the slope \((S)\) must be steeper than a critical value \((S_c)\) given by

\[
S_c = \frac{\alpha f (H / g')}{1/2},
\]

(5.1)

where \(H\) is the current’s maximum thickness, \(g'\) the “reduced gravity” and \(\alpha\) is a coefficient of order unity whose value depends on the distribution of potential vorticity (it is unity for uniform potential vorticity current and \(\sqrt{2}\) for zero potential vorticity flow).

2. When the slope \((S)\) is greater than \(S_c\), the current flows continuously along the slope (Fig. 6a, left panel). However, when the slope is smaller than \(S_c\), a steady continuous solution does not exist because the forward slope-induced speed is not strong enough to overcome the negative speed introduced along the inshore front. As a result, a chain of isolated eddies propagating along the isobaths is established (Fig. 6a, right panel).

3. The scale of the eddies is given by,

\[
\left( \frac{32Q}{pSf} \right)^{1/3},
\]

where \(Q\) is the outflow’s mass flux, \(S\) the bottom slope and \(f\) the Coriolis parameter. (For an outflow such as the Red Sea with \(Q\) of 0.3 Sv, an \(S\) of 0.02 and an \(f\) of \(10^{-5}\) s\(^{-1}\), the eddy radius is 25 km.)

4. The above eddy formation process is not related to the familiar instability-induced eddies because instability is, by definition, associated with the breakdown of a known steady solution and, in our case, a steady physically relevant solution does not exist.

Before proceeding, it should perhaps be stressed again that our conclusions are not inconsistent with those of Griffiths et al. (1982), Paldor and Killworth (1987) and Nof (1990) (who showed that, with the exception of frictionally dominated flows or very broad currents, all double frontal currents are unstable) because we are addressing an entirely different process. To illustrate this and to illustrate the fact that the basic current is stable, we have compared two currents with identical frictional coefficients but different bottom slopes (Fig. 6a). The two currents have the same frictional coefficient, the same initial potential vorticity (zero) and the same width. We showed that the current situated on the steep supercritical slope \((S > S_c)\) is stable and continuous (Fig. 6a). However, when the slope is gradually reduced (in the downstream direction) the current can no longer exist as a continuous current so it is replaced by a chain of isolated eddies propagating along the isobaths.

It is expected that most real outflows in the ocean will ultimately reach a point where they can no longer exist as a continuous current; beyond that point they can only exist as a chain of eddies. This is so because, as the outflow progresses away from the source, it entrains ambient fluid so that \(H\) increases and \(g'\) decreases. In view of (5.1), this means that, as one progresses away from the...
source, one needs a steeper and steeper bottom in order to support the outflow as a continuous current. This condition is usually impossible to satisfy as the outflows tend to lose height due to energy loss (via frictional effects) so that as they proceed forward and get closer to the ocean bottom, they sense (due to the geography) a smaller rather than a larger slope.

Our results are applicable to many outflows but those of primary interest here are the Red Sea outflow and its counterpart, the Mediterranean outflow. Following Meschanov and Shapiro (1998) and Shapiro and Meschanov (1991) who noted that the density anomaly associated with Reddies was almost undetectable, we take for the Red Sea outflow away from the Straits of Bab-el-Mandeb, a very small density difference of $\Delta \rho / \rho = 2 \times 10^{-6}, f = 0.2 \times 10^{-4} \text{s}^{-1}$, and $H \sim 200 \text{m}$. We find that, for these values, the critical slope $S_c$ is fairly large, about 0.06. A somewhat larger density difference of $4 \times 10^{-4}$ gives a somewhat smaller critical slope of 0.015. It is very difficult to say for certain whether the actual slope in the ocean is greater or smaller than these values particularly due to the variable slope, the ridges, troughs and fractured rifts (Fig. 1).

Immediately to the east of the Straits of Bab-el-Mandeb, the slope appears to be considerably smaller than the above values, about 0.005, implying that the outflow will be immediately decomposed into eddies (provided that it is immediately diluted to the density considered above). Farther downstream, on the other hand, the slope is perhaps as large as 0.01 and this could...
perhaps sustain some sort of a continuous outflow. We, therefore, cannot unequivocally say whether the outflow consists of a chain of eddies due to our eddy-maker mechanism (i.e., the subcritical small slope). We can, however, state that the above values strongly suggest that this is a possibility. Finally, for a comparison, it is useful to apply the eddy-maker criteria to the Mediterranean outflow. For this outflow, the density anomaly is much greater than that of the Red Sea outflow and amounts to as much as $\Delta \rho/\rho \sim 10^{-3}$. However, the Coriolis parameter is also greater ($10^{-4}$ s$^{-1}$) so that the critical slope is roughly the same as before, 0.015. It so happens that this is a typical slope for the region of interest implying that part of the topography may contain slopes that are either larger or smaller. This suggests that the eddy-making mechanism may or may not be active in the Mediterranean outflow.

Several additional comments should be made before closing. First, for simplicity, we have neglected the effects of friction in the development of the analytical theory. This is most likely not an entirely justified approximation particularly due to the role of bottom friction (see e.g., Borenås and Wåhlin, 2000; Borenås et al., in press; Wåhlin, 2002; Wåhlin and Walin, 2001) but an examination of this point is left for future investigations. Second, it is important to realize that, once formed, the eddies continue to propagate along the sloping bottom. In the Gulf of Aden–Indian Ocean system they are probably detached by an advective current which carries them to the middle of the ocean. Third, since it is hard to tell what portion of the outflow senses a subcritical or supercritical slope, the “chain” of eddies may consist of merely one eddy (if the region of a subcritical slope is of the length scale of the eddy). In this context the reader is referred to an animation (www.doronnof.net/features.html#video) where the generation and merging of slope-induced eddies is vividly displayed. Fourth, the minimal number of observed Reddies can result from a limited region of subcritical slope, a limited occurrence of advective currents, and/or a short lifetime (due to small density signature and proximity to the western boundary). Fifth, it is important to realize that the $\beta$-induced westward speed of the Reddies is negligible (due to a small density signature) compared to the advective currents in the region.

In summary, we offer a new eddy-generation mechanism which is unrelated to the classical eddy-generation process associated with instabilities. We offer it merely as a (yet unproved) possibility for Reddies, Meddies and other outflow-generated eddies.
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